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Infections with antibiotic-resistant bacteria (ARB) in hospitalized pa-

tients are becoming increasingly frequent despite extensive infection-

control efforts. Infections with ARB are most common in the intensive

care units of tertiary-care hospitals, but the underlying cause of the

increases may be a steady increase in the number of asymptomatic

carriers entering hospitals. Carriers may shed ARB for years but

remain undetected, transmitting ARB to others as they move among

hospitals, long-term care facilities, and the community. We apply

structured population models to explore the dynamics of ARB, ad-

dressing the following questions: (i) What is the relationship between

the proportion of carriers admitted to a hospital, transmission, and

the risk of infection with ARB? (ii) How do frequently hospitalized

patients contribute to epidemics of ARB? (iii) How do transmission in

the community, long-term care facilities, and hospitals interact to

determine the proportion of the population that is carrying ARB? We

offer an explanation for why ARB epidemics have fast and slow

phases and why resistance may continue to increase despite infec-

tion-control efforts. To successfully manage ARB at tertiary-care

hospitals, regional coordination of infection control may be neces-

sary, including tracking asymptomatic carriers through health-care

systems.

Nosocomial infections with antibiotic-resistant bacteria (ARB)
occur with alarming frequency (1), and new multidrug-

resistant bacteria continue to emerge, including vancomycin-
resistant enterococci (VRE), methicillin-resistant Staphylococcus
aureus (MRSA), two recent but isolated cases of vancomycin-
resistant S. aureus (2, 3), and multiple-drug resistance in Gram-
negative bacteria. In response, hospitals have used a variety of
infection-control measures, some of which are costly and difficult to
implement (4). Despite efforts to reduce transmission of ARB
within hospitals, the incidence of VRE, MRSA, and other antibi-
otic-resistant infections continues to increase (1).

An important distinction in the epidemiology of ARB is made
between infection and colonization. Infection is characterized by
serious illness when ARB contaminate wounds, the bloodstream,
or other tissues. In contrast, colonization with ARB may occur
in the gut, nasal cavities, or other body surfaces. Colonizing
bacteria may persist for years without causing disease or harming
their hosts (5, 6); we call such individuals carriers. These carriers
increase colonization pressure; the number of patients who are
shedding increases the risk that another patient becomes a
carrier for ARB or acquires a resistant infection (7). Hospitals
that reduce the incidence of resistance (the number of new cases)
may see no reduction in overall prevalence (the fraction of
patients with ARB), because these hospitals admit an increasing
number of ARB carriers (8, 9). Patients infected with ARB
generally remain hospitalized until the symptoms are cured, but
they may continue to carry and shed ARB for months or years.

We show that the prevalence of ARB in hospitals approaches
equilibrium rapidly because of the rapid turnover of patients; the
average length of stay (LOS) is �5 days (10, 11). Moreover,
prevalence changes rapidly in response to changes in hospital
infection control (11–17), so slow and steady increases in resis-

tance must be due to something else, such as increases in the
proportion of carriers admitted from the catchment population
of a hospital, defined as the population from which patients are
drawn, including long-term care facilities (LTCFs), other hos-
pitals, and the community (5, 18). The health-care institutions
that serve a common catchment population vary substantially in
their relative size, transmission rates, and average LOS. How do
increases in the number of ARB carriers in the catchment
population contribute to increases in infections by ARB in the
hospital, and what can be done about it?

Mathematical models play an important role in understanding
the spread of ARB (19). We have built on existing theory for the
transmission dynamics of ARB developed for simple, well-mixed
populations (12, 20), but we are focused on phenomena that
occur at a large spatial scale, ignoring competition between
sensitive and resistant bacteria and the biological cost of resis-
tance (21) and the relationship between antibiotic use and the
prevalence of ARB (11, 22, 23). We have developed mathemat-
ical models with multiple institutions connected by patient
movement; such models are called ‘‘structured’’ populations or
‘‘metapopulations.’’ Thus, we are developing epidemiological
models (20, 21, 24) focused specifically on the consequences of
persistent colonization and population structure, applying ex-
isting theory for structured populations (20, 24–27).

Structured Population Models

We have adapted simple mathematical models that have been used
to model the population dynamics of ARB. Our focus is on the
dynamic consequences of persistent colonization and the move-
ment of patients to and from the community and among health-care
institutions. We assume the entire catchment population is subdi-
vided into subpopulations (e.g., hospitals) that play a role in the
transmission of ARB. The population may also be heterogeneous
with respect to epidemiologically relevant parameters, especially
the likelihood of hospitalization. We either consider homogeneous
populations or subdivide the population into distinct groups, such
as the elderly and nonelderly. We assume that the subpopulations
are well mixed with respect to the transmission of ARB. We restrict
our focus to increased prevalence of colonization with ARB and
tacitly assume that infection represents some fraction of total
transmission within hospitals.

Many factors may account for the differences in transmission
rates among subpopulations, including antibiotic use, infection
control, the ratio of nurses to patients, and the size of the
hospital. We are focused on understanding the consequences of
different transmission rates and lengths of stay (LOS), regardless
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of the mechanism that accounts for higher transmission. Thus,
we assume that transmission differs among subpopulations
without explicitly describing why. The transmission rate in the jth
subpopulation is denoted �j.

The average LOS, 1��g,j, may differ among groups, g, and
subpopulations, j. In contrast, we assume that persistence times
for ARB are identically distributed for all subpopulations and
groups; the average persistence time is denoted 1��. We let mg,j

� �g,j�(� � �g,j) denote the probability that a carrier of a given
group, g, will leave the jth subpopulation before ‘‘clearing’’ the
ARB they are carrying. On discharge, each individual is re-
placed; the proportion of individuals of group g admitted to
subpopulation j that come from subpopulation k is �g,j,k.

Let xg,j be the fraction of subpopulation j of group g that is
colonized. Similarly, let Xj denote the proportion of all individ-
uals in the jth subpopulation that are colonized. The changes in
the fraction colonized is given by the system of equations:

ẋg, j � �jXj�1 � xg, j� � �xg, j � �g, j� xg, j � �
k�j

�g, j,k xg,k� ,

[1]

where k is summed across locations for each group, and the dot
denotes a derivative with respect to time. We assume that each
subpopulation has a constant size, and the proportion of each
group is also constant (see Appendix). A diagram of the model
is provided in Fig. 1.

Threshold Criteria. A basis for threshold criteria in structured
populations is given by the basic reproductive number, R0,
defined as the number of new carriers generated by a typical
carrier when resistance is otherwise absent. If each carrier
generates more than one new carrier at low prevalence, R0 � 1,
ARB spreads until an equilibrium is reached. In structured
populations, carriers move among subpopulations, generating
new cases for as long as an individual remains colonized. Because
transmission rates and the LOS vary among subpopulations and
groups, R0 is an average of the transmission rates in each location
and the flow of carriers among institutions.

We define the ‘‘single-stay reproductive number’’ for each
group in each subpopulation as Sg,j � �j�(� � �g,j), the expected
number of new cases generated by a carrier of a particular group
g in subpopulation j during a single visit when resistance is rare.

R0 in a structured population involves averaging of the number
of cases per case in the next ‘‘generation,’’ for all groups and
subpopulations, an expression involving Sg,j, mg,j, and the rates of
movement among institutions (26).

Subpopulations may act as sources or sinks for ARB when the
entire catchment population is considered, depending on
whether they discharge more or fewer colonized patients than
they admit. To identify sources and sinks, we define the ‘‘closed-
population reproductive number,’’ Cj � �j��, as the reproductive
number in subpopulation j when prevalence is low, if migration
is ignored; i.e., we assume everybody stays in whatever popula-
tion they start in. Because transmission rates do not vary by
group, Cj is a property of the subpopulation. When resistance is
rare, a location is a source if Cj � 1 and a sink otherwise.

ARB can persist in a catchment population if any subpopu-
lation is a self-sustaining source; i.e., the single-stay reproductive
number is �1, Sj � 1. If the LOS differs among groups, Sj for a
subpopulation involves averaging (see Appendix). Self-sustaining
sources with rapid turnover may also play the role of super-
spreaders (20, 24).

ARB may persist in a catchment population without a self-
sustaining source, but with at least one dependent source,
defined as a source with single-visit reproductive number �1. If
all subpopulations are sinks, ARB cannot persist; whereas if all
subpopulations are dependent sources, ARB will persist. If R0 �
1, prevalence will increase everywhere to a level where some
subpopulations are converted from sources to sinks. If some
subpopulations are sources and others are sinks, ARB may or
may not persist, depending on the relative strength of these
sources and sinks. Thus, locations that are sources (Cj � 1)
should be focal points for control efforts, whether or not they are
self-sustaining sources (Sj � 1).

Two-Population Model. An important example is the homoge-
neous two-subpopulation model; a single subscript is used to
denote location (see Eq. 4). All individuals who leave one
subpopulation simply move to the other; one may think of the
two as a hospital and community. In this model, R0 is found by
computing the dominant eigenvalue of a 2 	 2 ‘‘next-generation
matrix’’ (26):

� S1 m1

m2 S2
� , [2]

where Sj � �j�(���j), mj � �j�(���j). The basic reproductive
number, R0, is the dominant eigenvalue of this matrix.

If Sj � 1 in either subpopulation, a single case will more
than reproduce itself (at low prevalence) before migrating to
another subpopulation. In this case, the subpopulation has
a self-sustaining epidemic, and ARB will persist in both
subpopulations.

An epidemic may occur, even if neither subpopulation is a
self-sustaining source: i.e., R0 � 1 but Sj � 1 for both locations.
Standard methods (28) can be used to express a threshold for
invasion in a simpler way; persistence occurs if m1m2 � (1 

S1)(1 
 S2) or equivalently m1m2 � (1 
 C1(1 
 m1))(1 
 C2(1 

m2)). Thus, it is possible for the disease to be sustained by a
combination of local transmission and migration. It is clear,
however, that the disease can never spread if Cj � 1 for both
subpopulations.

Equilibrium Prevalence. An important measure of risk is the
equilibrium prevalence, the local, long-term average prevalence
of ARB. Equilibrium prevalence in a subpopulation may be a
complicated function. We illustrate some general principles in a
homogeneous subpopulation model within a focal institution.

Let � denote the proportion of hosts that is colonized on
admission and m � ��(� � �) the proportion that is discharged

Fig. 1. A diagram of the general model. Individuals move among subpopu-

lations, such as hospitals, LTCFs, and the community. The subpopulation is

assumed to be well mixed with respect to the transmission of ARB. The

population is also classified by group, based on some epidemiologically im-

portant difference. The size of the population at each location, Nj, and the

proportion of each group, qg,j, are constant by assumption. The admission rate

is equal to the discharge rate, �g,jqg, jNj. The portion of discharged individuals

from subpopulation j that move to k is �g,j,k. The portion of admitted indi-

viduals to subpopulation j that are from k is �g, j,k.
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before ARB are cleared. The equilibrium prevalence in a
subpopulation with immigration of colonized individuals is

x� �
S � 1 	 ��S � 1�2 	 4S�m

2S
. [3]

As long as � � 0, it follows that x� � 0 and ARB are present in
the subpopulation. Interestingly, the equilibrium depends only
on two terms, the single-stay reproductive number S and the
equilibrium proportion that would be maintained by immigra-
tion, clearance, and discharge in the absence of transmission in
the subpopulation, m�.

Fig. 2 shows the relationship between the single-stay repro-
ductive number S and the proportion of individuals infected at
equilibrium for a particular value of �m. Mathematically, we can
distinguish three different regions on this graph. In the nonepi-
demic region (S �� 1), the equilibrium prevalence is not limited
by the number of susceptibles (i.e., noncarriers) in the subpopu-
lation, but is determined mostly by the infectious potential of the
immigrant cases; x� � �m�(1 
 S). In the epidemic region (S ��
1), the disease will spread regardless of the immigration param-
eter, and equilibrium prevalence will be controlled by the
depletion of noncarriers below the level needed for the equilib-
rium to continue spreading; x� � 1 
 (1 
 �m)�S. Finally, there
is an intermediate, quasiepidemic region (S � 1), where immi-
gration is important but the disease is magnified sufficiently that
the depletion of susceptibles is also important; S � 1 x� � ��m.

Fast and Slow Dynamics

In addition to threshold criteria and equilibrium prevalence,
structured population models also describe the rate that prev-
alence changes in subpopulations when the LOS and transmis-
sion rates differ. To obtain parameter estimates for the relative
size and average LOS in each subpopulation and group, we used
U.S. health statistics. The distribution of persistence times for
ARB has not been well characterized, even for clinically impor-
tant species, such as VRE and MRSA. We used estimates for
persistence that were consistent with available data. We have
used a range of estimates for the single-stay reproductive num-
bers to illustrate the range of behavior possible from structured

population models. Mathematical details for the examples are
provided in Appendix.

Nosocomial and Community Transmission. The average LOS in a
U.S. hospital is �5 days, and there are �1.6 occupied beds per
1,000 people (10). Put another way, the average LOS in the
community is �620 times longer than in a hospital, �8.5 years.

The number of occupied hospital beds, the community size,
and the single-stay reproductive numbers determine turnover
and the rate of increase in prevalence. Fig. 3a shows a simulated
epidemic for which neither the hospital nor the community is a
self-sustaining source. The dynamics in the hospital and com-
munity are slow, reflecting the slow accumulation of carriers in
both locations. The approach to equilibrium takes approximately
three decades.

In contrast, when a hospital is a self-sustaining source, the fast
turnover of hospitals implies that the dynamics will be much
faster than the surrounding community. After an initial epidemic
in the hospital, the slower approach to equilibrium reflects the
readmission of carriers from the community who were recently
hospitalized. The initial fast epidemic in the hospital provides

Fig. 2. Colonization on admission interacts with local transmission dynamics

to determine the equilibrium prevalence. We plotted the equilibrium preva-

lence of ARB (from Eq. 3) as a function of the single-stay reproductive number

S when the proportion colonized without local transmission is �m � 0,0.04

(solid trace). We used three approximations to subdivide institutions into

those that sustain internal epidemics (S �� 1; dashed trace), for which prev-

alence is determined by patient-to-patient transmission; nonepidemics (S ��

1; dotted trace), for which prevalence is determined by immigration of carri-

ers; and quasiepidemics (S � 1; dashed–dotted trace), for which prevalence is

strongly influenced by both immigration and transmission. For example, for

S � 1, prevalence is ��m, either 0% or 20%.

Fig. 3. Structured population models may have fast and slow phases,

depending on whether the hospital, the community, or neither is a self-

sustaining source. (a) Carriers may accumulate slowly in the hospital popula-

tion (solid trace) and community (dashed trace), even if neither one can sustain

an internal epidemic. (b) When the hospital has a self-sustaining epidemic, the

epidemic of ARB in the catchment population has fast and slow phases. Rapid

early increases in prevalence are due to the epidemic in the hospital. Without

colonization on admission, prevalence would rapidly reach a lower equilib-

rium (dashed trace and dashed–dotted trace). Slow increases after the initial

epidemic reflect admission of carriers from the community. (c) The community

may be a self-sustaining source, but prevalence increases slowly because

resistance is initially rare and turnover is very slow. Prevalence remains higher

in the hospital because daily transmission rates are higher. The role of com-

munity transmission may be underappreciated.
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the epidemic with a head start, and prevalence is near the
equilibrium in about a decade for this set of parameters (Fig. 3b).

Despite the focus on hospitals, most people spend very little
time there. Community transmission may play a very important
role, even if it is very slow. We simulated another epidemic by
using a set of parameters for which the community is a self-
sustaining source (Fig. 3c). Because individuals stay longer in the
community, it is possible for the community to have a higher
single-stay reproductive number than the hospital (Sc � Sh),
although the transmission rate and, thus, the closed-population
reproductive number will generally be higher in the hospital (Cc

� Ch). In this example, it is impossible to eliminate ARB by
controlling incidence in the hospital alone. The importance of
community transmission may not be appreciated, because prev-
alence is higher in the hospital and most infections (as opposed
to colonization) happen there as well.

Frequently Hospitalized Patients. In the real world, risk is not
distributed evenly across populations. We modified the above
models to incorporate heterogeneity in hospitalization rates
(Fig. 4). People �65 years of age account for �13% of the U.S.
population, but nearly half of the total days of care (10). The
average LOS for the elderly in hospitals is slightly longer than for
the general population. Combining these statistics, we find that
the average period between hospital visits for the elderly is �2.6
years, whereas the rest of the population is hospitalized about
once every 15 years.

The elderly illustrate how heterogeneity in the average LOS in
various locations dramatically increases R0 for the entire popula-
tion. Frequent hospitalization of the elderly implies that they are
more frequently exposed, so they are more likely to be colonized.
Moreover, because the average period between hospital visits is
shorter, the elderly are more likely to remain colonized when they
next visit a hospital. This set of simulations uses the same daily
transmission rates as Fig. 3a, but the epidemic reaches a higher
equilibrium, and the approach to equilibrium is faster.

LTCFs. LTCF residents are frequently hospitalized and many
remain institutionalized after discharge from a hospital. Evi-
dence suggests that prevalence of resistance in LTCFs is similar
to the prevalence in surrounding hospitals (29). Patients in
LTCFs receive a similar level and type of care compared with
hospital patients, so daily transmission rates, thus Cj, in LTCFs
is probably lower than but similar to hospitals. The slower

turnover of patients in LTCFs thus implies that single-stay
reproductive numbers may be much higher in LTCFs. It follows
that LTCFs may play a very important role in spreading ARB.

By using parameters for average LOS and admissions from
LTCFs, we simulated the spread of ARB in a system consisting
of a LTCF, a hospital, and the community (Fig. 5). Although
closed-population reproductive numbers for hospitals (Cj) may
be similar to LTCFs, we have assumed the single-visit repro-
ductive numbers, Sj, for the nonelderly in hospitals and LTCFs
were identical. Thus, in these simulations, the closed population
numbers are much lower in LTCFs compared with hospitals. For
the hospital, the closed-population reproductive number is the
same as Fig. 4.

Prevalence in LTCFs increases more slowly initially because of
slower turnover. Later, prevalence at equilibrium is highest for
LTCFs. Two contributing factors are that �95% of LTCF
populations are elderly and 45% of LTCF admissions come from
hospitals. Moreover, LTCFs further amplify resistance; com-
pared with Fig. 4, prevalence is higher in hospitals and the
community because of LTCFs. The relative importance of
LTCFs versus hospitals as sources for resistance is an important
issue in the epidemiology of ARB.

Discussion

When the average frequency of ARB in a population increases
over time, resistance must be spreading somewhere faster than
it is lost. An important component of the public health response
to epidemics of ARB is to identify sources and sinks. Attention
has tended to focus on the evolution of resistance in bacteria
populations as a response to antibiotic use or nosocomial
infections in hospital intensive care units, where the risk of
infection is highest. But colonization through human-to-human
transmission of ARB may be just as important to the increasing
frequency of resistant infections. Each carrier in the unit in-
creases the risk of infection for other patients (9); long-term
increases in the risk of infection may reflect the increasing
number colonized on admission. Because colonization is gen-
erally harmless, the importance of transmission and carriage
among healthy people has been largely neglected.

Some information about what kinds of institutions are respon-
sible for transmission may be found in examining the time course
of an epidemic. Hospitals, LTCFs, and the community have
different average LOS, which are reflected in the dynamics of
spread. An epidemic triggered by high transmission in a hospital
will generally cause a rapid increase in prevalence within that

Fig. 4. The elderly are frequently hospitalized, so they are more likely to be

exposed and expose others. As a result of frequent hospitalization, ARB invade a

catchment population more easily and prevalence is higher. One essential dif-

ference is that the period between hospital visits is shorter, so the likelihood of

colonization on readmission is higher. The elderly population accounts for 12.6%

of the population but about half of all days of care in the hospital. A greater

portion of the elderly in each subpopulation are carriers (solid gray trace). Here,

the daily transmission rates in the hospital and community are similar to those in

Fig. 3a. The average prevalence in the hospital (solid black trace) and the com-

munity (dashed black trace) increases more rapidly and reaches a higher equilib-

rium than it would if the population were homogeneous.

Fig. 5. LTCFs (dashed–dotted trace) may be the most important type of

institution in health-care networks because LTCF patients are frequently hospi-

talized and receive a similar level and type of care as hospitalized patients.

Single-stay reproductivenumbers for thehospitalandcommunityare identical to

those in Figs. 3a and 4. In this simulation, the single-stay reproductive numbers in

the LTCF and hospital are identical, but the closed-population reproductive rate

fortheLTCFismuchlowerthanthehospitalbecauseofthelongerLOS.Compared

with earlier simulations, prevalence increases faster and reaches a higher equi-

librium in hospitals (solid trace) and the community (dashed trace).

3712 � www.pnas.org�cgi�doi�10.1073�pnas.0400456101 Smith et al.



hospital, but this may be followed by slower increases in that
hospital, other hospitals and institutions, and the community, as
carriers accumulate in the catchment population. Prevalence of
ARB may increase throughout the community for years or
decades after a fast epidemic in a hospital with a self-sustaining
epidemic. If the epidemic is triggered by changes in an LTCF, the
initial epidemic will likely be slower and less likely to be
accompanied by infection by ARB and, thus, less likely to be
noticed. Epidemics triggered in the community will be still
slower and less noticeable. Finally, if transmission increases
gradually in several subpopulations, an epidemic of ARB may
arise that cannot be attributed to any particular venue.

Fast and slow phases, such as we predict if both hospitals and the
community are important, are consistent with reported epidemic
patterns for ARB. For example, rapid increases in the prevalence
of VRE in the late 1980s and early 1990s has been followed by slow
and steady increases since then (1). MRSA, initially a problem in
large research and teaching hospitals, spread later into smaller
hospitals and the community. Now, MRSA is commonly acquired
outside of hospitals. The changing epidemiology of MRSA may
predict future changes in the epidemiology of VRE.

A critical assumption is that people who are colonized with ARB
may continue to carry the bacteria for months or years. Not all
individuals who are colonized with ARB are persistently colonized;
common wisdom holds that humans may be persistent, intermit-
tent, or noncarriers of various strains of bacteria (30). Some
qualitative information about persistence times are available for
MRSA (31–34), VRE (5, 35–37), Escherichia coli, (38), Pseudomo-
nas aeruginosa (39), Klebsiella pneumoniae (40, 41), and other
enterobacteria (42). These studies suggest that carriage for months
or years is not uncommon. Unfortunately, these studies measured
mean or median persistence, not the portion of the population that
carry ARB for years. Qualitative descriptions of persistence are no
substitute for quantitative understanding of persistence times and
the factors that cause persistent colonization.

Heterogeneity in the LOS in hospitals or heterogeneity in the
frequency of hospitalization increases R0, much like certain
other kinds of heterogeneity (43). Important groups can be
identified a priori as those who are frequently hospitalized or
who have long hospital visits. For example, the elderly play a
critical role in the development of resistance, because they spend
more time in high-transmission subpopulations, so they are more
likely to be colonized and more likely to expose others. Identi-
fying other groups that play a focal role and targeting control
efforts may increase the efficiency of control efforts. Important
groups may include long-stay patients, cancer patients, organ-
transplant patients, burn patients, the mentally ill, and chronic
hemodialysis patients (10, 44–48). Persistent colonization of
hospital workers may also be a key factor contributing to an
epidemic; these workers are in close contact with patients and
they are in and out of the hospital every day (12, 49).

Daily transmission rates may be highest in institutions, and the
response to intervention may be most efficient there, but the role
of community transmission may be more important than it
appears (21). Most people spend most of their time in the
community, and the fact that individuals circulate between the
hospital and the community makes the community a vital link in
the chain of ARB transmission. About 80% of all antibiotics used
by humans are outside of hospitals (50). High carriage rates of
VRE in the community were linked to the use of antibiotics in
agriculture in some regions of Europe (51, 52), with long-term
consequences for hospital prevalence under quasiepidemic
transmission (53, 54). Thus, any factor that contributes to
increased prevalence of resistance in a catchment population
must be considered in management plans for ARB.

The accumulation of carriers in a catchment population links
all of the institutions that serve it. To protect patients, individual
hospitals may isolate recently admitted patients who are likely to

be carriers. Control efforts can be coordinated regionally by
tracking persistent carriers, with active surveillance focused on
important groups, such as health care workers; frequent, recent,
and long-term hospital patients; and the elderly and their family
members. A regional perspective guided a VRE control program
in the Siouxland region of Iowa, Nebraska, and South Dakota
that is credited with reversing an epidemic of VRE (55–57). The
low prevalence of MRSA in the Netherlands is due to an
aggressive ‘‘search and destroy’’ policy (58) that includes isolat-
ing patients who were admitted from hospitals outside of the
Netherlands and closing intensive care units when MRSA trans-
mission was suspected. The Dutch policy was expensive, but a
recent analysis suggests it was also cost-effective (59). Similar
policies may not be cost-effective for the less virulent VRE (60).

Hospital infection control is expensive, and the costs are shoul-
dered entirely by hospitals. Hospitals may reduce the prevalence of
ARB rapidly through improved hospital infection control to a
certain point, but larger, long-term reductions in prevalence may
require a reduction in the carriage rate in the catchment population.
Such changes may require decades (11, 21). One reason for the
success of the Dutch policy was that all of the hospitals in a region
adopted the policy; most of the costs were generated when hospitals
admitted carriers who had acquired MRSA elsewhere (59). The
benefits of effective infection control and the costs of poor infection
control extend beyond a single hospital. A successful public health
response to the antibiotic resistance epidemic must recognize that
colonization with ARB is a sort of pollution. Policies to control
resistance should be coordinated regionally.

Appendix

Let Nj denote the total size of the subpopulation at the jth
location, and let qg,j denote the fraction of the subpopulation at
location j that is of group g. We assume Nj and qg,j are constant.
The single-stay reproductive number for subpopulation j is Sj �
¥g qg,jSg,j. The prevalence in subpopulation j is Xj � ¥g qg,jxg,j.
Given that �g,j,k represents the proportion of group g admitted to
j from k, the sum over all sources is constrained such that
¥k�g, j, k � 1. Let �g, j, k be the proportion of the group g leaving
subpopulation j that is admitted to location k; the sum over all
destinations is constrained such that ¥k�g, j, k � 1. Because
subpopulation sizes are constant, admissions and discharges
must be balanced: �g, j, k�g, jqg, jNj � �g, j, k�g, kqg, kNk.

Nosocomial vs. Community Transmission. A simple model for nos-
ocomial and community transmission is a special case of the
general model with only two equations:

ẋj � �j xj�1 � xj� � �xj � �j�xj � xj�; j � h, c. [4]

To compute the period between hospital visits, we note that
�hNh � �c Nc, 1��h � 5 days and Nc � 620Nh.

The Elderly. A simple model that includes the elderly incorporates
two institutions and two groups. Subscripts h and c denote the
hospital and community; subscripts e and y denote elderly and
nonelderly, respectively. We let qh,e denote the fraction of the
hospital population that is composed of the elderly and qe,c the
fraction of elderly in the community, and XH � qh,e xh,e � (1 

qh,e)xh,y and XC � qc,e xc,e � (1 
 qc,e)xc,y. The dynamics for the
elderly are described by two equations: in hospitals ẋe,h �
�HXH(1 
 xe,h) 
 �xe,h 
 �e,h(xe,h 
 xe,c) and in the community
ẋe,c � �CXC(1 
 xe,c) 
 �xe,c 
 �e,c(xe,c 
 xe,h). The dynamics for
the nonelderly are also described by two equations: in hospitals
ẋy,h � �HXH(1 
 xy,h) 
 �xy,h 
 �y,h(xy,h 
 xy,c), and in the
community ẋy,c � �CXC(1 
 xy,c) 
 �xy,c 
 �y,c(xy,c 
 xy,h). The
average LOS for the elderly is �6 days compared with 4.9 days
for the rest of the population. The total U.S. population is �281
million people, of which �.44 million are hospitalized. Because
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the elderly account for 12.6% of the total population (35.4
million) and 50% of all days of care, we get that Nr � Nh � 0.22
million, Ns � 35.2 million, and Nc � 245.4 million.

LTCFs. Models for LTCFs combine interinstitutional transfer and
frequent hospitalization. This model extends the one for the elderly,
adding one more location and the subscript f for the population in
LTCFs. We assume the LTCF is composed entirely of the elderly.
The dynamics are described by five equations. The notation and
equations describing the nonelderly are taken from the previous
model. Three equations now describe the elderly: in hospitals ẋe,h �
�HXH(1 
 xe,h) 
 �xe,h 
 �e,h(xe,h 
 �e,h,fxe,f 
 �e,h,cxe,c); in LTCFs
ẋf,h � �fxf(1 
 xe,f) 
 �xe,f 
 �e,f(xe,f 
 �e,j,hxe,h


 �e,f,cxe,c); and in the
community ẋe,c � �CXC(1 
 xe,c) 
 �xe,c 
 �e,c(xe,c 
 �e,c,h xe,h 


�e,c,fxe,f). By using statistics for the U.S. population, Nr � 0.22
million, Nf � 1.5 million, and Ns � 33.7 million. The average LOS
for hospitals and LTCFs are 1��r � 6 days, 1��f � 60 days; �45%
of nursing-home patients are admitted from the hospital (�e,f,r �
0.45), and are approximately equally likely to be discharged to the
community or a hospital (�r,f � 0.5). Solving for other parameters,
we get 1��s � 0.001, �e,s,r � 0.68, and �e,r,f � 0.33. For the elderly,
average waiting time to a hospital visit is �4 years, and the average
waiting time to a nursing home is �5.2 years.
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Corrections

ECOLOGY. For the article ‘‘Avian migration phenology and global
climate change,’’ by Peter A. Cotton, which appeared in issue 21,
October 14, 2003, of Proc. Natl. Acad. Sci. USA (100, 12219–12222;

first published September 30, 2003; 10.1073�pnas.1930548100), the
author notes that the entries in the last two columns of Table 1 were
printed out of order. The corrected table appears below.

APPLIED PHYSICAL SCIENCES, PLANT BIOLOGY. For the article ‘‘Func-
tional analysis of each blue light receptor, cry1, cry2, phot1, and
phot2, by using combinatorial multiple mutants in Arabidopsis,’’
by Maki Ohgishi, Kensuke Saji, Kiyotaka Okada, and Tatsuya
Sakai, which appeared in issue 8, February 24, 2004, of Proc.
Natl. Acad. Sci. USA (101, 2223–2228; first published February
17, 2004; 10.1073�pnas.0305984101), the authors note that the
article should be classified as ‘‘Plant Biology’’ instead of ‘‘Ap-
plied Physical Sciences.’’

www.pnas.org�cgi�doi�10.1073�pnas.0401218101

Table 1. Slopes of linear regressions for 20 species of migrant bird in Oxfordshire (1971 to 2000)

Species

Arrival date

vs. year

Departure date

vs. year

Duration

vs. year

Arrival date vs.

African winter

temperature

anomaly

Departure date

vs. minimum

Oxford

temperature

Common Cuckoo, Cuculus canorus �0.51 �0.93 �0.58 0.05 �2.51

Common Swift, Apus apus �0.30 �0.06 0.20 �6.29 �4.26

European Turtle-Dove, Streptopelia turtur �0.31 �0.29 �0.35 �1.92 �1.97

Little Ringed Plover, Charadrius dubius �0.76 �0.81 �0.15 �10.52 �5.88

Eurasian Hobby, Falco subbuteo �0.04 0.56 0.58 8.37 1.57

Spotted Flycatcher, Muscicapa striata �0.25 �0.08 0.18 0.45 �2.62

Common Redstart, Phoenicurus phoenicurus �0.09 0.12 0.07 �0.48 �1.07

Whinchat, Saxicola rubetra 0.07 0.53 0.39 �4.98 4.65

Northern Wheatear, Oenanthe oenanthe �0.37 0.11 0.58 1.33 0.33

Sand Martin, Riparia riparia �0.58 �0.38 0.18 �1.47 0.02

Barn Swallow, Hirundo rustica �0.44 �0.50 0.05 �8.02 �5.56

Northern House-Martin, Delichon urbica �0.67 �0.65 0.02 �7.10 �4.76

Common Grasshopper-Warbler, Locustella naevia �0.27 �0.75 �0.58 1.53 �0.06

Sedge Warbler, Acrocephalus schoenobaenus �0.23 �0.39 �0.27 �6.26 �4.23

Eurasian Reed-Warbler, Acrocephalus scirpaceus �0.31 �0.46 �0.19 �3.14 �5.27

Willow Warbler, Phylloscopus trochilus �0.07 �0.34 �0.29 �0.26 �9.55

Garden Warbler, Sylvia borin �0.03 �0.39 �0.18 �3.24 �0.40

Common Whitethroat, Sylvia communis �0.23 0.18 0.63 �1.96 �0.78

Lesser Whitethroat, Sylvia curruca 0.02 �0.54 �0.46 2.21 �7.58

Yellow Wagtail, Motacilla flava 0.04 �0.23 �0.28 �0.94 �0.22

Mean �0.268 �0.266 �0.022 �2.131 �2.506

SE 0.053 0.092 0.084 0.958 0.758

One-sample t test �5.033 �2.887 �0.267 �2.225 �3.309

Significance (2-tailed) �0.001 �0.009 �0.05 �0.05 �0.004

Arrival date, departure date and duration of stay in Oxfordshire against year; arrival date in Oxfordshire against African winter temperature anomaly (°C);

departure date from Oxfordshire against minimum and maximum Oxford temperature anomaly (°C). A one-sample t test was used to test each mean against

the null hypothesis of no effect (a slope of zero).

www.pnas.org�cgi�doi�10.1073�pnas.0400920101

POPULATION BIOLOGY. For the article ‘‘Persistent colonization and
the spread of antibiotic resistance in nosocomial pathogens:
Resistance is a regional problem,’’ by David L. Smith, Jonathan
Dushoff, Eli N. Perencevich, Anthony D. Harris, and Simon A.
Levin, which appeared in issue 10, March 9, 2004, of Proc. Natl.
Acad. Sci. USA (101, 3709–3714; first published February 25,
2004; 10.1073�pnas.0400456101), the authors note that the equa-
tion in the ninth line under the subheading ‘‘LTCFs’’ on page
3714 incorrectly read

‘‘ẋf,h � �fxf(1 � xe, f) � �xe, f � �e, f(xe, f � �e, j,hxe,h
� �e, f,cxe,c).’’

It should read

‘‘ẋe, f � �fxf(1 � xe, f) � �xe, f � �e, f(xe, f � �e, f,hxe,h � �e, f,cxe,c).’’

www.pnas.org�cgi�doi�10.1073�pnas.0401592101
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